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Probability	is	a	branch	of	Mathematics	which	deals	with	the	study	of	occurrence	of	an	event.	There	are	several	approaches	to	understand	the	concept	of	probability	which	include	empirical,	classical	and	theoretical	approaches.	The	conditional	probability	of	an	event	is	when	the	probability	of	one	event	depends	on	the	probability	of	occurrence	of	the
other	event.	When	two	events	are	mutually	dependent	or	when	an	event	is	dependent	on	another	independent	event,	the	concept	of	conditional	probability	comes	into	existence.	Conditional	Probability	Definition:Conditional	probability	of	occurrence	of	two	events	A	and	B	is	defined	as	the	probability	of	occurrence	of	event	‘A’	when	event	B	has	already
occurred	and	event	B	is	in	relation	with	event	A.(image	will	be	uploaded	soon)The	above	picture	gives	a	clear	understanding	of	conditional	probability.	In	this	picture,	‘S’	is	the	sample	space.	The	circles	A	and	B	are	events	A	and	B	respectively.	The	sample	space	S	is	restricted	to	the	region	enclosed	by	B	when	event	B	has	already	occurred.	So,	the
probability	of	occurrence	of	event	A	lies	within	the	region	of	B.	This	probability	of	occurrence	of	event	A	when	event	be	has	already	existed	lies	within	the	region	common	to	both	the	circles	A	and	B.	So,	it	can	be	denoted	as	the	region	of	A	∩	B.Conditional	Probability	Examples:The	man	travelling	in	a	bus	reaches	his	destination	on	time	if	there	is	no
traffic.	The	probability	of	the	man	reaching	on	time	depends	on	the	traffic	jam.	Hence,	it	is	a	conditional	probability.Pawan	goes	to	a	cafeteria.	He	would	prefer	to	order	tea.	However,	he	would	be	fine	with	a	cup	of	coffee	if	the	tea	is	not	being	served.	So,	the	probability	that	he	would	order	a	cup	of	coffee	depends	on	whether	tea	is	available	in	the
cafeteria	or	not.	So,	it	is	a	conditional	probability.It	will	rain	at	the	end	of	the	hottest	day.	Here,	the	probability	of	occurrence	of	rainfall	is	depending	on	the	temperature	throughout	the	day.	So,	it	is	a	conditional	probability.	In	a	practical	record	book,	the	diagrams	are	written	with	a	pencil	and	the	explanation	is	written	in	black	ink.	Here,	the	theory
part	is	written	in	black	ink	irrespective	of	whether	the	diagrams	are	drawn	with	a	pencil	or	not.	So,	the	two	events	are	independent	and	hence	the	probabilities	of	occurrence	of	these	two	events	are	unconditional.Conditional	Probability	Formula:The	formula	for	conditional	probability	is	given	as:P(A/B)	=	\[\frac{N(A\cap	B)}{N(B)}\]In	the	above
equation,P	(A	|	B)	represents	the	probability	of	occurrence	of	event	A	when	event	B	has	already	occurredN	(A	∩	B)	is	the	number	of	favorable	outcomes	of	the	event	common	to	both	A	and	BN	(B)	is	the	number	of	favorable	outcomes	of	event	B	alone.If	‘N’	is	the	total	number	of	outcomes	of	both	the	events	in	a	sample	space	S,	then	the	probability	of
event	B	is	given	as:P(B)	=	\[\frac{N(B)}{N}\]	→	(1)	Similarly,	the	probability	of	occurrence	of	event	A	and	B	simultaneously	is	given	as:P(A	∩	B)	=	\[\frac{N(A\cap	B)}{N}\]→	(2)Now,	in	the	formula	for	conditional	probability,	if	both	numerator	and	denominator	are	divided	by	‘N’,	we	getP(A/B)	=	\[\frac{\frac{N(A\cap	B)}{N}}{\frac{N(B)}
{N}}\]Substituting	equations	(1)	and	(2)	in	the	above	equation,	we	get	P(A/B)	=	\[\frac{P(A\cap	B)}{P(B)}\]Conditional	Property	Problems:Question	1)	When	a	fair	die	is	rolled,	find	the	probability	of	getting	an	odd	number.	Also	find	the	probability	of	getting	an	odd	number	given	that	the	number	is	less	than	or	equal	to	4.Solution:In	the	given
questions	there	are	two	events.	Let	A	and	B	represent	the	2	events.A	=	Getting	an	odd	number	when	a	fair	die	is	rolledB=	Getting	a	number	less	than	4	when	a	fair	die	is	rolledThe	possible	outcomes	when	a	die	is	rolled	are	{1,	2,	3,	4,	5,	6}The	total	number	of	possible	outcomes	in	this	event	of	rolling	a	die:	N	=	6For	the	event	A,	the	number	of
favorable	outcomes:	N	(A)	=	3For	the	event	B,	the	number	of	favorable	outcomes:	N	(B)	=	4The	number	of	outcomes	common	for	both	the	events:	N	(A	∩	B)	=	2The	probability	of	event	A	is	given	as:P(A)	=	\[\frac{N(A)}{N}	=	\frac{3}{6}\]	=	0.5The	probability	of	occurrence	of	event	A	given	event	B	is	P(A/B)	=	\[\frac{N(A\cap	B)}{N(B)}	=	\frac{2}
{4}\]	=	0.5.Fun	Facts:The	conditional	probability	of	two	events	A	and	B	when	B	has	already	occurred	is	represented	as	P	(A	|	B)	and	is	read	as	“the	probability	of	A	given	B”.The	probability	of	occurrence	of	an	event	when	the	other	event	has	already	occurred	is	always	greater	than	or	equal	to	zero.	If	the	probability	of	occurrence	of	an	event	when	the
other	event	has	already	occurred	is	equal	to	1,	then	both	the	events	are	identical.		Listed	in	the	following	table	are	assigned	readings	that	students	were	expected	to	complete	prior	to	attending	class	sessions.	Students	also	completed	online	multiple	choice	or	numerical	answer	questions	based	on	each	week’s	readings.	Students	received	instant
feedback	and	could	make	multiple	attempts.	[Note:	the	online	reading	questions	are	not	available	to	OpenCourseWare	users.]		WEEK	#	SES	#	READINGS			Probability	1	C1	1a:	Introduction	(PDF)	1b:	Counting	and	Sets	(PDF)			C2	2:	Probability:	Terminology	and	Examples	(PDF)	R	Tutorial	1A:	Basics	R	Tutorial	1B:	Random	Numbers			2	C3	3:
Conditional	Probability,	Independence	and	Bayes'	Theorem	(PDF)			C4	4a:	Discrete	Random	Variables	(PDF)	4b:	Discrete	Random	Variables:	Expected	Value	(PDF)			3	C5	5a:	Variance	of	Discrete	Random	Variables	(PDF)	5b:	Continuous	Random	Variables	(PDF)	5c:	Gallery	of	Continuous	Random	Variables	(PDF)	5d:	Manipulating	Continuous	Random
Variables	(PDF)			4	C6	6a:	Expectation,	Variance	and	Standard	Deviation	for	Continuous	Random	Variables	(PDF)	6b:	Central	Limit	Theorem	and	the	Law	of	Large	Numbers	(PDF)	6c:	Appendix	(PDF)			C7	7a:	Joint	Distributions,	Independence	(PDF)	7b:	Covariance	and	Correlation	(PDF)			5	C8	Class	8:	Exam	Review	(PDF)	Class	8:	Exam	Review
Solutions	(PDF)					C9	No	readings	assigned			Statistics:	Bayesian	Inference	5	C10	10a:	Introduction	to	Statistics	(PDF)	10b:	Maximum	Likelihood	Estimates	(PDF)			6	C11	11:	Bayesian	Updating	with	Discrete	Priors	(PDF)			C12	12a:	Bayesian	Updating:	Probabilistic	Prediction	(PDF)	12b:	Bayesian	Updating:	Odds	(PDF)			7	C13	13a:	Bayesian	Updating
with	Continuous	Priors	(PDF)	13b:	Notational	Conventions	(PDF)			C14	14a:	Beta	Distributions	(PDF)	14b:	Bayesian	Updating	with	Continuous	Data	(PDF)			8	C15	15a:	Conjugate	Priors:	Beta	and	Normal	(PDF)	15b:	Choosing	Priors	(PDF)			C16	16:	Probability	Intervals	(PDF)			Statistics:	Frequentist	Inference—Null	Hypothesis	Significance	Testing
(NHST)	9	C17	17a:	The	Frequentist	School	of	Statistics	(PDF)	17b:	Null	Hypothesis	Significance	Testing	I	(PDF)			C18	18:	Null	Hypothesis	Significance	Testing	II	(PDF)			10	C19	19:	Null	Hypothesis	Significance	Testing	III	(PDF)			C20	20:	Comparison	of	Frequentist	and	Bayesian	Inference	(PDF)			11	C21	No	readings	assigned			Statistics:	Confidence
Intervals;	Regression	12	C22	22:	Confidence	Intervals	Based	on	Normal	Data	(PDF)			C23	23a:	Confidence	Intervals:	Three	Views	(PDF)	23b:	Confidence	Intervals	for	the	Mean	of	Non-normal	Data	(PDF)			13	C24	24:	Bootstrap	Confidence	Intervals	(PDF)			C25	25:	Linear	Regression	(PDF)			14	C26	No	readings	assigned			C27	No	readings	assigned		
Last	Updated	on	May	6,	2020	Probability	quantifies	the	uncertainty	of	the	outcomes	of	a	random	variable.	It	is	relatively	easy	to	understand	and	compute	the	probability	for	a	single	variable.	Nevertheless,	in	machine	learning,	we	often	have	many	random	variables	that	interact	in	often	complex	and	unknown	ways.	There	are	specific	techniques	that
can	be	used	to	quantify	the	probability	for	multiple	random	variables,	such	as	the	joint,	marginal,	and	conditional	probability.	These	techniques	provide	the	basis	for	a	probabilistic	understanding	of	fitting	a	predictive	model	to	data.	In	this	post,	you	will	discover	a	gentle	introduction	to	joint,	marginal,	and	conditional	probability	for	multiple	random
variables.	After	reading	this	post,	you	will	know:	Joint	probability	is	the	probability	of	two	events	occurring	simultaneously.	Marginal	probability	is	the	probability	of	an	event	irrespective	of	the	outcome	of	another	variable.	Conditional	probability	is	the	probability	of	one	event	occurring	in	the	presence	of	a	second	event.	Kick-start	your	project	with	my
new	book	Probability	for	Machine	Learning,	including	step-by-step	tutorials	and	the	Python	source	code	files	for	all	examples.	Let’s	get	started.	Update	Oct/2019:	Fixed	minor	typo,	thanks	Anna.	Update	Nov/2019:	Described	the	symmetrical	calculation	of	joint	probability.	A	Gentle	Introduction	to	Joint,	Marginal,	and	Conditional	ProbabilityPhoto	by
Masterbutler,	some	rights	reserved.	Overview	This	tutorial	is	divided	into	three	parts;	they	are:	Probability	of	One	Random	Variable	Probability	of	Multiple	Random	Variables	Probability	of	Independence	and	Exclusivity	Probability	of	One	Random	Variable	Probability	quantifies	the	likelihood	of	an	event.	Specifically,	it	quantifies	how	likely	a	specific
outcome	is	for	a	random	variable,	such	as	the	flip	of	a	coin,	the	roll	of	a	dice,	or	drawing	a	playing	card	from	a	deck.	Probability	gives	a	measure	of	how	likely	it	is	for	something	to	happen.	—	Page	57,	Probability:	For	the	Enthusiastic	Beginner,	2016.	For	a	random	variable	x,	P(x)	is	a	function	that	assigns	a	probability	to	all	values	of	x.	Probability
Density	of	x	=	P(x)	The	probability	of	a	specific	event	A	for	a	random	variable	x	is	denoted	as	P(x=A),	or	simply	as	P(A).	Probability	of	Event	A	=	P(A)	Probability	is	calculated	as	the	number	of	desired	outcomes	divided	by	the	total	possible	outcomes,	in	the	case	where	all	outcomes	are	equally	likely.	Probability	=	(number	of	desired	outcomes)	/	(total
number	of	possible	outcomes)	This	is	intuitive	if	we	think	about	a	discrete	random	variable	such	as	the	roll	of	a	die.	For	example,	the	probability	of	a	die	rolling	a	5	is	calculated	as	one	outcome	of	rolling	a	5	(1)	divided	by	the	total	number	of	discrete	outcomes	(6)	or	1/6	or	about	0.1666	or	about	16.666%.	The	sum	of	the	probabilities	of	all	outcomes
must	equal	one.	If	not,	we	do	not	have	valid	probabilities.	Sum	of	the	Probabilities	for	All	Outcomes	=	1.0.	The	probability	of	an	impossible	outcome	is	zero.	For	example,	it	is	impossible	to	roll	a	7	with	a	standard	six-sided	die.	Probability	of	Impossible	Outcome	=	0.0	The	probability	of	a	certain	outcome	is	one.	For	example,	it	is	certain	that	a	value
between	1	and	6	will	occur	when	rolling	a	six-sided	die.	Probability	of	Certain	Outcome	=	1.0	The	probability	of	an	event	not	occurring,	called	the	complement.	This	can	be	calculated	by	one	minus	the	probability	of	the	event,	or	1	–	P(A).	For	example,	the	probability	of	not	rolling	a	5	would	be	1	–	P(5)	or	1	–	0.166	or	about	0.833	or	about	83.333%.
Probability	of	Not	Event	A	=	1	–	P(A)	Now	that	we	are	familiar	with	the	probability	of	one	random	variable,	let’s	consider	probability	for	multiple	random	variables.	Take	my	free	7-day	email	crash	course	now	(with	sample	code).	Click	to	sign-up	and	also	get	a	free	PDF	Ebook	version	of	the	course.	Download	Your	FREE	Mini-Course	Probability	of
Multiple	Random	Variables	In	machine	learning,	we	are	likely	to	work	with	many	random	variables.	For	example,	given	a	table	of	data,	such	as	in	excel,	each	row	represents	a	separate	observation	or	event,	and	each	column	represents	a	separate	random	variable.	Variables	may	be	either	discrete,	meaning	that	they	take	on	a	finite	set	of	values,	or
continuous,	meaning	they	take	on	a	real	or	numerical	value.	As	such,	we	are	interested	in	the	probability	across	two	or	more	random	variables.	This	is	complicated	as	there	are	many	ways	that	random	variables	can	interact,	which,	in	turn,	impacts	their	probabilities.	This	can	be	simplified	by	reducing	the	discussion	to	just	two	random	variables	(X,	Y),
although	the	principles	generalize	to	multiple	variables.	And	further,	to	discuss	the	probability	of	just	two	events,	one	for	each	variable	(X=A,	Y=B),	although	we	could	just	as	easily	be	discussing	groups	of	events	for	each	variable.	Therefore,	we	will	introduce	the	probability	of	multiple	random	variables	as	the	probability	of	event	A	and	event	B,	which
in	shorthand	is	X=A	and	Y=B.	We	assume	that	the	two	variables	are	related	or	dependent	in	some	way.	As	such,	there	are	three	main	types	of	probability	we	might	want	to	consider;	they	are:	Joint	Probability:	Probability	of	events	A	and	B.	Marginal	Probability:	Probability	of	event	X=A	given	variable	Y.	Conditional	Probability:	Probability	of	event	A
given	event	B.	These	types	of	probability	form	the	basis	of	much	of	predictive	modeling	with	problems	such	as	classification	and	regression.	For	example:	The	probability	of	a	row	of	data	is	the	joint	probability	across	each	input	variable.	The	probability	of	a	specific	value	of	one	input	variable	is	the	marginal	probability	across	the	values	of	the	other
input	variables.	The	predictive	model	itself	is	an	estimate	of	the	conditional	probability	of	an	output	given	an	input	example.	Joint,	marginal,	and	conditional	probability	are	foundational	in	machine	learning.	Let’s	take	a	closer	look	at	each	in	turn.	Joint	Probability	of	Two	Variables	We	may	be	interested	in	the	probability	of	two	simultaneous	events,	e.g.
the	outcomes	of	two	different	random	variables.	The	probability	of	two	(or	more)	events	is	called	the	joint	probability.	The	joint	probability	of	two	or	more	random	variables	is	referred	to	as	the	joint	probability	distribution.	For	example,	the	joint	probability	of	event	A	and	event	B	is	written	formally	as:	The	“and”	or	conjunction	is	denoted	using	the
upside	down	capital	“U”	operator	“^”	or	sometimes	a	comma	“,”.	The	joint	probability	for	events	A	and	B	is	calculated	as	the	probability	of	event	A	given	event	B	multiplied	by	the	probability	of	event	B.	This	can	be	stated	formally	as	follows:	P(A	and	B)	=	P(A	given	B)	*	P(B)	The	calculation	of	the	joint	probability	is	sometimes	called	the	fundamental
rule	of	probability	or	the	“product	rule”	of	probability	or	the	“chain	rule”	of	probability.	Here,	P(A	given	B)	is	the	probability	of	event	A	given	that	event	B	has	occurred,	called	the	conditional	probability,	described	below.	The	joint	probability	is	symmetrical,	meaning	that	P(A	and	B)	is	the	same	as	P(B	and	A).	The	calculation	using	the	conditional
probability	is	also	symmetrical,	for	example:	P(A	and	B)	=	P(A	given	B)	*	P(B)	=	P(B	given	A)	*	P(A)	Marginal	Probability	We	may	be	interested	in	the	probability	of	an	event	for	one	random	variable,	irrespective	of	the	outcome	of	another	random	variable.	For	example,	the	probability	of	X=A	for	all	outcomes	of	Y.	The	probability	of	one	event	in	the
presence	of	all	(or	a	subset	of)	outcomes	of	the	other	random	variable	is	called	the	marginal	probability	or	the	marginal	distribution.	The	marginal	probability	of	one	random	variable	in	the	presence	of	additional	random	variables	is	referred	to	as	the	marginal	probability	distribution.	It	is	called	the	marginal	probability	because	if	all	outcomes	and
probabilities	for	the	two	variables	were	laid	out	together	in	a	table	(X	as	columns,	Y	as	rows),	then	the	marginal	probability	of	one	variable	(X)	would	be	the	sum	of	probabilities	for	the	other	variable	(Y	rows)	on	the	margin	of	the	table.	There	is	no	special	notation	for	the	marginal	probability;	it	is	just	the	sum	or	union	over	all	the	probabilities	of	all
events	for	the	second	variable	for	a	given	fixed	event	for	the	first	variable.	P(X=A)	=	sum	P(X=A,	Y=yi)	for	all	y	This	is	another	important	foundational	rule	in	probability,	referred	to	as	the	“sum	rule.”	The	marginal	probability	is	different	from	the	conditional	probability	(described	next)	because	it	considers	the	union	of	all	events	for	the	second
variable	rather	than	the	probability	of	a	single	event.	Conditional	Probability	We	may	be	interested	in	the	probability	of	an	event	given	the	occurrence	of	another	event.	The	probability	of	one	event	given	the	occurrence	of	another	event	is	called	the	conditional	probability.	The	conditional	probability	of	one	to	one	or	more	random	variables	is	referred
to	as	the	conditional	probability	distribution.	For	example,	the	conditional	probability	of	event	A	given	event	B	is	written	formally	as:	The	“given”	is	denoted	using	the	pipe	“|”	operator;	for	example:	The	conditional	probability	for	events	A	given	event	B	is	calculated	as	follows:	P(A	given	B)	=	P(A	and	B)	/	P(B)	This	calculation	assumes	that	the
probability	of	event	B	is	not	zero,	e.g.	is	not	impossible.	The	notion	of	event	A	given	event	B	does	not	mean	that	event	B	has	occurred	(e.g.	is	certain);	instead,	it	is	the	probability	of	event	A	occurring	after	or	in	the	presence	of	event	B	for	a	given	trial.	Probability	of	Independence	and	Exclusivity	When	considering	multiple	random	variables,	it	is
possible	that	they	do	not	interact.	We	may	know	or	assume	that	two	variables	are	not	dependent	upon	each	other	instead	are	independent.	Alternately,	the	variables	may	interact	but	their	events	may	not	occur	simultaneously,	referred	to	as	exclusivity.	We	will	take	a	closer	look	at	the	probability	of	multiple	random	variables	under	these	circumstances
in	this	section.	Independence	If	one	variable	is	not	dependent	on	a	second	variable,	this	is	called	independence	or	statistical	independence.	This	has	an	impact	on	calculating	the	probabilities	of	the	two	variables.	For	example,	we	may	be	interested	in	the	joint	probability	of	independent	events	A	and	B,	which	is	the	same	as	the	probability	of	A	and	the
probability	of	B.	Probabilities	are	combined	using	multiplication,	therefore	the	joint	probability	of	independent	events	is	calculated	as	the	probability	of	event	A	multiplied	by	the	probability	of	event	B.	This	can	be	stated	formally	as	follows:	Joint	Probability:	P(A	and	B)	=	P(A)	*	P(B)	As	we	might	intuit,	the	marginal	probability	for	an	event	for	an
independent	random	variable	is	simply	the	probability	of	the	event.	It	is	the	idea	of	probability	of	a	single	random	variable	that	are	familiar	with:	Marginal	Probability:	P(A)	We	refer	to	the	marginal	probability	of	an	independent	probability	as	simply	the	probability.	Similarly,	the	conditional	probability	of	A	given	B	when	the	variables	are	independent
is	simply	the	probability	of	A	as	the	probability	of	B	has	no	effect.	For	example:	Conditional	Probability:	P(A	given	B)	=	P(A)	We	may	be	familiar	with	the	notion	of	statistical	independence	from	sampling.	This	assumes	that	one	sample	is	unaffected	by	prior	samples	and	does	not	affect	future	samples.	Many	machine	learning	algorithms	assume	that
samples	from	a	domain	are	independent	to	each	other	and	come	from	the	same	probability	distribution,	referred	to	as	independent	and	identically	distributed,	or	i.i.d.	for	short.	Exclusivity	If	the	occurrence	of	one	event	excludes	the	occurrence	of	other	events,	then	the	events	are	said	to	be	mutually	exclusive.	The	probability	of	the	events	are	said	to
be	disjoint,	meaning	that	they	cannot	interact,	are	strictly	independent.	If	the	probability	of	event	A	is	mutually	exclusive	with	event	B,	then	the	joint	probability	of	event	A	and	event	B	is	zero.	Instead,	the	probability	of	an	outcome	can	be	described	as	event	A	or	event	B,	stated	formally	as	follows:	The	“or”	is	also	called	a	union	and	is	denoted	as	a
capital	“U”	letter;	for	example:	If	the	events	are	not	mutually	exclusive,	we	may	be	interested	in	the	outcome	of	either	event.	The	probability	of	non-mutually	exclusive	events	is	calculated	as	the	probability	of	event	A	and	the	probability	of	event	B	minus	the	probability	of	both	events	occurring	simultaneously.	This	can	be	stated	formally	as	follows:	P(A
or	B)	=	P(A)	+	P(B)	–	P(A	and	B)	Further	Reading	This	section	provides	more	resources	on	the	topic	if	you	are	looking	to	go	deeper.	Books	Articles	Summary	In	this	post,	you	discovered	a	gentle	introduction	to	joint,	marginal,	and	conditional	probability	for	multiple	random	variables.	Specifically,	you	learned:	Joint	probability	is	the	probability	of	two
events	occurring	simultaneously.	Marginal	probability	is	the	probability	of	an	event	irrespective	of	the	outcome	of	another	variable.	Conditional	probability	is	the	probability	of	one	event	occurring	in	the	presence	of	a	second	event.	Do	you	have	any	questions?	Ask	your	questions	in	the	comments	below	and	I	will	do	my	best	to	answer.	Develop	Your
Understanding	of	Probability	...with	just	a	few	lines	of	python	code	Discover	how	in	my	new	Ebook:	Probability	for	Machine	Learning	It	provides	self-study	tutorials	and	end-to-end	projects	on:	Bayes	Theorem,	Bayesian	Optimization,	Distributions,	Maximum	Likelihood,	Cross-Entropy,	Calibrating	Models	and	much	more...	Finally	Harness	Uncertainty
in	Your	Projects	Skip	the	Academics.	Just	Results.	See	What's	Inside
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